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Measuring 
RPKI 

Repositories 



Don’t Panic 
•  I am an Engineer, we always think about 

the problems 
•  I am a Researcher, we are only interested 

in the problems 
•  The RPKI is going really well 
•  But I want to talk about the problems 
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We’re All Friends 
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Review 
of 

RPKI Structure 
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My Routing Relies on It! 
•  If my routing relies on the RPKI, then I 

care a lot about publication reliability 
•  Of course, good relying party software 

will expect failures, so this is not a killer 
•  But when we look at current publication, 

much is not operational quality 
•  This has to be fixed 
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These Graphs are 
from rpki.net’s 
Relying Party 

Software Web Page 
it Makes for You 
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Not Bad 
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Not So Good 
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3 July 



Very Bad 
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•  They do not monitor and have no real NOC 
•  They do not work weekends 
•  I had to write a friend in APNIC Engineering 

3 July 



RIPE Stayed Up 
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3 July 



RIPE had Bad History 
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3 July 



Cause 
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•  This was an NFS problem (NFS is Evil!) 
•  It went on for months 
•  RPKI.NET logs had full detail showing 

“NFS” 
•  But “Nothing Can Be Wrong at the RIR” 
•  Finally it was fixed, but small problems 

remain 



Today 
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Migration 



AfriNIC is Just Weird 
• 871553 -rw-r--r-x  4 rcynic  rcynic  1969 Feb 17 13:26:29 
2012 /usr/home/rpki/rcynic/data/authenticated.
2012-07-11T00:00:00Z/rpki.afrinic.net/member_repository/
F3634D22/92EF8890119911E0A59EB577833A7E19/79FBE550468F11E19086CA
BE31FFE8A0.roa 

• 871602 -rw-r--r-x  4 rcynic  rcynic  2009 Feb 17 13:26:26 
2012 /usr/home/rpki/rcynic/data/authenticated.
2012-07-11T00:00:00Z/rpki.afrinic.net/member_repository/
F3634D22/92EF8890119911E0A59EB577833A7E19/82331D8C6C2011E0890EBA
C0A0C76497.roa 

And we wrote to them multiple times and received only 
snarky responses 
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The RIRs are PTTs, 
“There can be no 

problem” 
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Relying Party Software  
Saves Us 

•  Of course, good relying party software 
will expect failures, so this is not a killer 

•  rpki.net relying party software uses old 
data if it can not fetch new 

•  As RPKI data are fairly stable, this is OK 
•  But RIPE’s in-addr disaster lasted more 

than five days! 
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Some Statistics 
 

Again, from rpki.net 
Relying Party 

Software 
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Connect Time (linear) 
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Connect Time (log) 
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It Can Be Done Well 



Connection Counts 
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Number of Objects 
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This is Good!!! 



Conclusions 
•  RPKI Deployment is serious, especially in 

the RIPE region.  Thanks Alex and Tim! 
•  RIRs are not Operator Quality/Reliability 
•  JPNIC hopes to set an example, we’ll see 
•  APNIC & RIPE Publication Structure needs 

to be fixed, and RIPE’s is being fixed 
•  Relying Party software works around these 
•  More Measurement and Monitoring 
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Where to Go? 
•  Asking All Publishers to provide 99.999% 

uptime is silly, expensive, and doomed 

•  The Internet is about building a reliable 
network from unreliable components 

•  We need to develop deployment based on 
distributed systems which give reliable 
service through diversity and redundancy 
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RPKI Propagation 
Emulation Measurement: 

an Early Report 
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Questions 
•  What are the propagation characteristics 

of Relying Part (RP) infrastructure? 

•  How sensitive is propagation to RP and 
cache fetch timers? 

•  How much is propagation and how much is 
validation? 

•  Is it sensitive to inter-cache RTT? 
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Publication Hierarchy 
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Caches 
•  Each cache rsyncs entire data from 
parent cache(s) or gatherers 

•  Each cache has a root TAL 

•  Every cache validates the data it has 
fetched 
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What is Propagation? 
•  The time from when a CA publishes an 

object (Cert or ROA) to when a Relying 
Party receives it. 

•  A Relying Party is a validated cache or a 
router via the rpki-rtr protocol. 

•  Measured by caches and routers logging 
every received object. 
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Architecture 

•  Do not care about routers, BGP, … as 
they do not contribute to measurement 

•  Use pseudo-router, an rpki-rtr client 
which logs each incoming VRP (ROA PDU) 

•  Caches also log receipt of objects 
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Tier-3s 
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Small Testbed 
•  3 1 Tier-1, each with 3 Gatherers 
•  6Tier-2 per Tier-1, each with 2 Gatherers 
•  20 Tier-3s per Tier-1 - 12 have gatherer, 

8 use upstreams’ caches 
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Count Gatherers Caches CAs 

Tier-1 1 1x3=3 1x16=16 1=1 

Tier-2 1x6=6 6x2=12 6x12=72 6=6 
Tier-3 1x20=20 1x12=12 8x5=40 

12x8=96 
12=12 

Totals 27 27 224 19+7=26 



How Do You 
Deploy a 

Testbed of 
About 1,000 300 

Machines? 
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StarBED ~ 1000 KVMs 
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But You Don’t 
Configure 

1,000 300 Servers 
by 

Hand 
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L’Borough AutoNetKit 
You draw this 
on your Mac 
using yEd 
 
 
AutoNetKit reads the graphml, Builds 
Server Configurations and Deploys them on 
StarBED, Junosphere, etc. 
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Yes, I am 
Serious 



AutoNetKit 
•  NetKit originally Roma Tre University by 

Andrea Cecchetti, Lorenzo Colitti, 
Federico Mariani, Stefano Pettini, Flavia 
Picard, and Fabio Ricci 

•  AutoNetKit by Matt Roughan and Simon 
Knight at University of Adelaide 

•  Further Developed at University of 
Loughborough by Iain, Debbie, and Olaf 
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Enhancing AutoNetKit 
•  Was only routers and routing 
•  Address assignment was poor 
•  Needed to add concept of servers and 

services 
•  Needed to understand RPKI components: 

rpkid, pubd, caches, rtr-client, … 
•  Needed to handle RPKI object creation 
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Inducing Delay 
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StarBED 
1,000 Servers 

We’re Using 50 
Nomi-city, Ishikawa Pref 

vmm.dfw 
Four Server VMM 

Junosphere 
Dallas Texas US 

75 Routers 224 Caches 

V L A N  T U N N E L  

RTT 300-500ms 

RTT to Remote Routers Induces Delay 



Inducing Delay 
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Notation for Delay 
•  If two pubds/caches/... are both 

connected to routing by a solid line, then 
the traffic between them is routed, i.e. 
goes StarBED to Junosphere back to 
StarBED, inducing a very large delay. 

•  Sequential router hops stay within 
Junosphere/Dallas, so do not add 
significantly more delay 
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Two Tier-1 Model 
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One Without Delay One With 



Delay Had No Effect 
•  We ran fairly large scale with delay and 

without 
•  Between Publication and Gatherers and 

Between Caches 
•  The numbers were essentially the same 
•  Network Latency is not Important 
•  So Cache Deployment Architecture can 

be based on other things 
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Creating Objects 

We will buy a two or three star 
dinner for the code to take a real 
BGP table dump and create a 
realistic hierarchy of well 
aggregated certificate requests 
and subsequent ROAs. 
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Creating Objects 
•  One CA/ROA Pr Entity on Start 

•  7,500 – 14,000 Added During Run 
•  250-270 per RIR for ISPs who use RIR web 

pages 

•  45 per Tier-1 ISP 

•  10 per Tier-2 ISP 

•  1-2 per Tier3 ISP 
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Running the Model 
•  About two hours to run and upload to 

StarBed in Japan from Loughborough 
•  250MB Uploaded, and 2G image to copy 
•  1:1 Time Ratio, so it runs for a full day 
•  Produces 1-3.3G of log files 
•  Which we then have to transfer the 

logs to a compute server 
•  Analysis of logs takes 10-15 minutes 
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RPKI-Rtr Negligible 
The time for the RPKI-Rtr compute and the protocol to 
transfer over to the routers is negligible. 
 
The only somewhat expensive operation is one O(n*log(n)) 
sort of the new state, everything one would get if one 
were to perform a cache reset query 
 
Feeding new data from rpki-rtr server to rpki-rtr client 
is just dropping a pre-computed file into the network 
connection 
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Pubd to Gatherers 
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Pubd to Gatherers 
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Pubd to Routers 
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Pubd to Routers 

2012.09.25 RPKI Propagation 57 

0 20 40 60 80 100

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

pubd_to_routers

time (min)

cu
m

ul
at

ive
 d

en
si

ty

./run−26a/output/pubd−to−routers
ideal

0 10 30 50 70 90



BitTorrent Gather/Cache 

2012.09.25 RPKI Propagation 58 

0 200 400 600

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

time (min)

cu
m

ul
at

ive
 d

en
si

ty

level−1
level−2
level−3
level−4

BitTorrent is 
Hard to 

Configure J 
 

Maybe for NANOG 
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[0] THIS WORK IS SPONSORED IN PART BY THE DEPARTMENT OF HOMELAND 
SECURITY UNDER AN INTERAGENCY AGREEMENT WITH THE AIR FORCE 
RESEARCH LABORATORY (AFRL). 
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